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INTRODUCTION & BACKGROUND MODEL FORMULATION

e |n recent years, the growth of Al has been fueled by the development of e Large Language Model (LLM): Mixtral-8x7B

generative Al applications from OpenAl, Google, and Microsoft. o Generative model based on Sparse Mixture of Experts (SMoE) Architecture.
 |BM defines chatbots as Al-driven programs simulating human o Several “experts” handle separate tasks.

conversation through NLP o QOutperforms Llama 2 70B on benchmark tests.

: o Impl ted via H Ing F Hub.
e Transformer models (e.g., GPT-3) are essential for modern Al chatbot MPIEMENTED Via FUEEIns rate fu

. . . . _ e Spotify API:
progression, with the attention mechanism enhancing contextual o Allows users to request and play music.

understanding. e Mapping APl: GraphHopper

e LLMs — multitasking Al chatbot (voice and text commands in English o Current plan is FREE and allows for 500 credits/day, up to 5 locations/request,
and Spanish) — implementing innovative functionalities (mapping and and up to 1 vehicles/request.
music) o GraphHopper Geocoding and Routing APIs

o Provides step-by-step walking directions, the total distance and time for
traveling from the start to end locations, and a map tracing the path for the
user to follow.

o Practical Use: Navigating Fairfield University’s campus
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| o | Implementing I\ Integrating the
LLMs l> Multitasking Al !\ / GUI into a Flask

ChAto / Functionalfies Application e QOur ongoing development encompasses an immersive chatbot experience,
boasting a plethora of dynamic features:
O Seamless speech interaction, enabling effortless communication
OBJ ECTIVE O Engag.ing text-to-speech functionality for an immersive conversational
experience

o Intuitive language selection, allowing users to effortlessly switch between five
languages (English, Spanish, French, German, Italian)

e Running the model on a computer — integrating the GUI into a Flask
application
Proposed Workflow

The overarching objective of this project is to deliver an accessible and

multitasking Al chatbot application that is tailored to meet the needs of o Interactive mapping capabilities enhancing user navigation
prospective Fairfield University students through the integration of o Spotify integration, providing users with personalized music listening
speech recognition and text-to-speech capabilities. N ..
F\z}ll\ILlesll(\l Hey! Who carries the number 27 in the New York City FC roster?
M ETH O DO LOGY . :ull (::::i:m player using the #27 jersey For New York City FC is Maxi Morales
E New Chat .
‘ You
e QOur Al-powered chatbot utilizes several different modules to achieve its S =~ SR A S R
. . . @ AichatBot
accessible functionality. S ey e e e iabin e Mo Mo sten e Fusiad or:Sncing S et PO secow momerd)
e Below are all of the modules used along with their purpose in the ® v
. °l Map Wh midfielders play fr New York City FC?
project. ’=
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Module Name Functionality 5 ik Fapecng — — f

Hugging Face Allows interaction with Hugging Face Hub, specifically the CONCLUS'ONS & FUTU RE PLANS

LLM: Mixtral-8x7B.

e Future plans include:
o i0S development
o Upload application to Fairfield University Al Laboratory
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